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Introduction and scope

Preliminary note

The material in these slides is strongly based on [?]. When other materials
are used, they are cited accordingly.
Mathematical notation follows as good as it can a good practices proposal
from the Beijing Academy of Artificial Intelligence.
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https://ctan.math.utah.edu/ctan/tex-archive/macros/latex/contrib/mlmath/mlmath.pdf


Introduction

What to expect?

In this session we will discuss:
Classification methods
Zero-one loss
Bayes error rate
Classification metrics
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Classification methods

Regression is a supervised learning method

Supervised methods in which a categorical response variable 𝑌 takes one
of the possible 𝑐 values which is to be predicted from a vector of X
explanatory variables, using a prediction function 𝑔.

As 𝑔 classifies the input X into one of the classes, we call 𝑔 a classification
function or, simply, a classifier.

As with any supervised learning technique, the goal is to minimize the
expected loss or risk

𝓁(𝑔) = 𝔼Loss(𝑌, 𝑔(X)) (1)

for some loss function Loss(𝑌, 𝑔(X)) that quantifies the impact of
classifying a response 𝑦 with �̂� = 𝑔(x).
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Classification methods

Zero-one loss

The zero-noe or indicator loss function is the natural choice:
Loss(𝑦, �̂�) ∶= 𝕀{𝑦 ≠ �̂�}: this is: there is no unit loss for a correct
classification and a unit loss for wrong one.

This leads to the fact that we aim at taking 𝑔(x) to be equal to the class
label 𝑦 for which ℙ[𝑌 = 𝑦|X = x] is maximal.

The error we generate in this process is linked to the so-called Bayes error
rate.
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https://www.projectrhea.org/rhea/index.php/Upper_Bounds_for_Bayes_Error
https://www.projectrhea.org/rhea/index.php/Upper_Bounds_for_Bayes_Error


Classification methods

Pre-classifier
For a given training set 𝜏, a classifier is foten derived from a pre-classifier
𝑔𝜏, which is a prediction function (learner) that can take any real value,
rather than only values in the set of class labels.

Figure 1: Adapted from here
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https://www.scielo.br/j/cbab/a/Z8D4PknkTQxQjfx8NF4CZwj/?lang=en


Classification methods

Figure 2: Check the source for a plain explanation of the different classification
methods.
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https://towardsdatascience.com/top-machine-learning-algorithms-for-classification-2197870ff501


Classification methods

Training and test sets. Loss ans confussion matrices

Theoretically, we should be measuring the risk in Eq. ?? and minimizing
such equation over some class of functions 𝒢. However, as the training
loss is often a poor estimate of the risk, this is usually estimated from the
test set 𝜏′.
Loss matrix L : for the indicator loss function, it contains 0 in the

diagonal and 1 everywhere else.
Confusion matrix M : counts the number of times that, for the training or

test data, the actual (observed) class is 𝑖 whereas the
predicted class is 𝑗.

The training/test loss of the classifier in terms of L and M is
1
𝑛
∑

𝑖.𝑗[L ⊙ M]𝑖𝑗 In the case of the indicator loss, the missclassification error
is 1 − tr(M)/𝑛
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Classification methods

Confusion matrix

Figure 3: Adapted from here.
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https://www.analyticsvidhya.com/blog/2020/04/confusion-matrix-machine-learning/


Classification methods

Missclassification error and accuracy

In the binary classification case (𝑐 = 2), and using the indicator loss
function, the missclassification error can be written as:

error𝑗 =
fp𝑗 + fn𝑗

𝑛

and the accuracy can be calculated by measuring the fraction of correctly
classified objects:

accuracy𝑗 = 1 − error𝑗 =
tp𝑗 + tn𝑗

𝑛

Jordi Villà i Freixa (FCTE) Classification course 2023-2024 11 / 1



Classification methods

We can do better than this in many situations:
we can modify the loss matrix and make it different from the indicator
we can modify the the way we measure the classification beyond the
accuracy

precision: precision𝑗 =
tp𝑗

tp𝑗+fp𝑗

recall or sensitivity: recall𝑗 =
tp𝑗

tp𝑗+fn𝑗

specificity: specificity𝑗 =
tn𝑗

tn𝑗+fp𝑗

𝐹𝛽 score: 𝐹𝛽,𝑗 =
(𝛽2+1)tp𝑗

(𝛽2+1)tp𝑗+𝛽
2fn𝑗+fp𝑗
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